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Abstract 
 
Hybrid additive manufacturing is becoming increasingly important in the field of additive manufacturing. Hybrid approaches combine 
at least two different manufacturing processes. The focus of this work is the build-up of geometries onto conventionally 
manufactured parts using Powder Bed Fusion with Laser Beam of Metals (PBF-LB/M). The hybrid build-up requires a precise position 
detection system inside the PBF-LB/M machines to determine the exact position of the existing component. For this purpose, high-
resolution camera systems can be utilized. However, the use of a camera system is associated with several challenges. The captured 
images are subject to various distortions of the optical path. Due to these distortions, it is not possible to use the images for 
measurements and, therefore, it is not possible to calculate the positions of objects. In this study a homography matrix is calculated 
to correct keystone distortion in the images. Different calibration patterns have been tested for the calculation of the homography 
matrix. The influence of the number of calibration points on the precision of position detection of objects is determined. Furthermore, 
the influence of an additional camera calibration by using ChArUco boards is evaluated. The result is a camera calibration workflow 
with associated calibration pattern for a precise position detection of parts inside PBF-LB/M machines allowing a hybrid build-up with 
minimum physical offset between base component and build-up. 
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1. Introduction 

One possible application of hybrid additive manufacturing 
(AM) is the build-up of geometries onto existing 
components [1,2]. Powder bed usion of metals utilizing a laser 
beam (PBF-LB/M) can be used to achieve a precise build-up with 
minimal offset between the component and the AM structure to 
avoid subsequent machining. Standard PBF-LB/M machines are 
not designed to build-up onto existing components. For this 
reason, the position of the mounted component has to be 
determined with high accuracy and precision. A high resolution 
camera system can be used to achieve this [3]. 

Images acquired by camera systems are subject to different 
levels of distortion. Lens distortion is primarily caused by the 
inherent imperfections in the design and manufacturing of 
camera lenses. This type of distortion manifests as either barrel 
distortion, where straight lines appear curved outward, or 
pincushion distortion, where straight lines seem to curve inward 
[4]. It can be corrected utilizing a camera matrix, which can be 
calculated by using ChArUco boards [5]. CharUco boards 
combine the traditional chessboard pattern with binary matrix 
markers, similar to QR codes, called ArUco markers, thereby 
improving calibration accuracy and robustness for calculation of 
the camera matrix. The position of the camera is off-axis to the 
component whose position has to be detected, resulting in a 
keystone distortion in the image. This type of distortion 
manifests that straight parrallel lines in real world converge or 
diverge on the projection displayed in the image. A homography 
matrix can be utilized to correct this distortion and transform the 
component position into the machine coordinate system [3,6]. 
In this paper, the influence of the number of calibration points 

for the calculation of the homography matrix is determined. 
Subsequently, the influence of a simultaneous correction of the 
lens distortion correction by using ChArUco boards is analyzed. 

2. Experimental Setup 

The setup for position detection is integrated in the 
commercial PBF-LB/M machine SLM 280 HL,  SLM SOLUTIONS 

GROUP AG, GERMANY. The high resolution camera is a 
monochrome VLXT-650M.I, BAUMER HOLDING AG, SWITZERLAND with 
a resolution of 65.4 MPixel in combination with the modular lens 
system APO-COMPONON 4.5/90, JOS. SCHNEIDER OPTISCHE WERKE 

GMBH, GERMANY with a focal length of 90 mm. The camera is 
mounted outside the build chamber by using a tilt-shift-adapter 
to avoid vignetting effect. This setup results in a field of view 
(FOV) of approx. 160 x 120 mm² and an idealised spatial 
resolution of 17.2 µm/pixel [7]. The experimental setup is shown 
in Figure 1. 

 
Figure 1. Experimental setup in SLM 280HL [7] 
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3. Accuracy and precision of calibration method 

3.1. Influence of homography matrix 
The calculation of a homography matrix is required to 

compensate keystone distortion in perspective distorted 
images. It is calculated by superimposing real source and ideal 
target points. The calibration points are generated by engraving 
reference markers on a black calibration plate with the laser of 
the PBF-LB/M machine. For calculation of the homography 
matrix, four different patterns with 5, 25, 169 and 529 reference 
markers are engraved by the laser. The calibration points are 
arranged symmetrically around a center point. This results in a 
grid of reference points with constant pitch between the points. 
The calibration pattern with 25 reference points is shown as an 
example in Figure 2. With respect to the 160 x 120 mm² FOV, the 
marker size is reduced with increasing number of reference 
points. 

 

 
Figure 2. Exemplary image of 25 reference markers calibration pattern 
with detected marker positions 

The coordinates of these ideal points, representing the target 
points, are known from the CAM system. After engraving the 
calibration patterns, an image of each pattern is captured by the 
camera. The real positions of the reference markers on the 
calibration plate can vary due to systematic errors of the PBF-
LB/M process [8]. By directly detecting the reference markers 
positions in the images, these errors are considered for 
calculation of the homography matrix. To detect the position of 
the reference markers, the images are first binarised using a 
global threshold. After detecting the marker contours using the 
border following algorithm, the centroid of the markers are 
determined by the first order image moments [3,9]. These 
identified positions serve as the pivotal source points essential 
for the calculation of the homography matrices. In the proposed 
method, the determination of the target points is based on the 
positional data of the source points. First, the distances between 
all the source points are determined seperately along the x- and 
y-direction. It is known from the CAM system that the distances 
between points are equal. Consequently, the minimum distance 
value from these calculations is used to calculate new 
corresponding points, starting from the center point of the 
calibration pattern. A schematic representation of the calculated 
target points using the example of 25 source points is shown in 
Figure 3. These new corresponding points are the target points 
essential for the calculation of the homography matrix. By 
superimposing the determined source points with the calculated 
target points, the homography matrices for all calibration 
patterns are calculated. 

The influence of the different perspective corrections on the 
precision and accuracy of the position detection is then 
determined. For this, a distinct test pattern is engraved onto 
calibration plates utilizing the laser. Different geometries are 
engraved to ensure variation in the appearance of the shape in 
the camera image. A total of seven geometric shapes were 

engraved three times each at different positions on the 
calibration plate. The design and layout of the test pattern is 
shown in Figure 4. 

 

 
Figure 3. Schematic of target point calculation with highlighted center 
point a) determined source points from camera images; b) calculated 
target points based on minimum reference marker distance 

 
Figure 4. Contrast enhanced image of test pattern 

In total the test pattern is engraved 12 times and images are 
captured. With the 21 geometrical shapes on each plate this 
results in 252 reference positions for validation of the influence 
of the number of calibration points to the accuracy and precision 
of position detection. The keystone distortion in the acquired 
images is successively corrected using the different homography 
matrices H5, H25, H169 and H529, where the indeces correspond to 
the number of calibration points. From each perspective 
corrected image, the positions of the objects are determined 
using the workflow described above. The deviations between 
the ideal positions derived from the CAD system and the 
determined positions are calculated. The deviation is calculated 
separately for the x- and y-direction. The results are shown in 
Figure 5. 

It is observed that the dispersion of values along the y-axis is 
more pronounced compared to the x-axis. Furthermore, an 
increase in the number of calibration points is associated with a 
larger deviation from the ideal values. Notably, more calibration 
points also results in a shift of the deviations towards the 
negative x-direction. This is evidenced from the accuracy of the 
mean values, which otherwise indicate a systematic offset. The 
reason for this can be found in small installation inaccuracies of 
the camera, which cause a stronger perspective in the negative 
x-direction, which is amplified by additional calibration points. 

The descriptive statistics, shown in Figure 5, confirm the 
observations made. The standard deviations for all perspective 
corrections are within a similar range. This indicates a similar 
level of precision across the various rectifications of keystone 
distortion. Notably, the standard deviation in the y-direction is 
at least twice as large as that in the x-direction. As Figure 1 
illustrates the machine setup, it can be seen that the camera is 
aligned centrally in the x-direction. To capture relevant areas of 
the build platform, the camera is tilted around the x-axis. This 
leads to a more pronounced perspective distortion in the y-
direction, resulting in a larger residual deviation after keystone 
correction. This is reflected in the higher standard deviation 
observed in the y-direction. 

   

 

     

 

  

 
  



  

 

 
Figure 5. Deviation and scatter of values for keystone correction using 
different homography matrices (outlier corrected) 

The smallest deviations from the mean values to the ideal 
values can be observed by correction of the keystone distortion 
using the homography matrix H5. The deviation is - 0.0052 mm 
in the x-direction and - 0.0038 mm in the y-direction. The result 
indicates, that a higher number of calibration points is 
associated with a less accurate compensation of keystone 
distortion. To support this hypothesis, statistical significance 
was assessed via p-values, and effect sizes were quantified using 
     ’s     s             Table 1, both the x-direction and y-
direction exhibit low p-values with a significane level below 0.05, 
stating a statistically significant difference in perspective 
correction accuracy between H5 and the other corrections, with 
                  s z           y      ’s       s         s     
hypothesis that a greater number of calibration points results in 
reduced precision in correcting keystone distortion. 

 
Table 1 Statistical significance of the observed deviations (p-value) and 
       s z  (     ’s   . 

      ’s  X p-valueX      ’s  Y p-valueY 

H5 to H25 0,3327 2.09e-04 -0,22275 1.27e-02 

H5 to H169 0,3845 1.91e-05 -0,29935 8.38e-04 

H5 to H529 0,9545 2.92e-24 -0,27232 2.36e-03 

 
One possible reason for this is that increasing the number of 

calibration points leads to overfitting the perspective distortion 
in one plane. In addition, the size of the reference markers 
becomes smaller as their number increases, making them more 
susceptible to errors during image processing. These errors 
compromise the accuracy of position detection via image 
moments, leading to incorrect estimations of the minimum 
distance between source points. Therefore, the target point grid 
is inaccurately determined (see Figure 3), which eventually 
affects the calculation of the homography matrix. 

The results indicate that utilizing 5 reference points for 
perspective correction significantly enhances accuracy. 
Therefore, it can be concluded that rectification utilizing a 
homography matrix calculated from 5 calibration points is 
sufficient.  
 
3.2. Influence of camera matrix 

Additional lens distortion correction can improve the 
accuracy, precision and robustness of the camera calibration 
process [10, 11]. Lens distortion can be corrected by calculating 
the camera intrinsic parameters, summarised in the camera 
matrix C. To calculate the camera matrix, it is necessary to have 
reference images of a known object. ChArUco boards can be 
used for this purpose [5]. For accurate computation of the 

camera matrix, a dataset of 30 images featuring a ChArUco 
board is captured, with a focus on ensuring a high variability in 
the orientations of the ChArUco board within these images. This 
data set is used to calculate the camera matrix C0. 

The influence of simultaneously correcting lens distortion and 
perspective distortion is validated using the same set of 12 
images featuring the test pattern with 21 geometric shapes. 
Lens distortion and keystone distortion are corrected in the 
images. The positions of the test objects are then determined 
using the workflow described above. The deviations between 
the ideal positions derived from the CAD system and the 
determined positions are calculated. The deviations are 
calculated separately for the x-and y-directions. For reference, 
the results of correcting only keystone distortion by H5 are 
shown. The result is shown in Figure 6. 
 

 
Figure 6. Deviation between ideal and determined positions after 
different distortion corrections 

In the initial test, lens distortion is corrected by C0, followed by 
keystone distortion using H5. Compared to the reference, a 
significant increase in both mean values and standard deviations 
is observed. This may be due to the fact that the homography 
matrix H5 is calculated from an image subject to lens distortion. 
Consequently, the projective transformation between the 
source points and target points does not align correctly, 
resulting in an inaccurate calculation of the homography matrix. 
Such miscalculation leads to larger deviations and increased 
scatter from the nominal values. For this reason, the lens 
distortion is corrected in the input image before calculating the 
homography matrix, resulting in the new matrix H5; C0. The lens 
distortion in the 12 test images is then corrected by C0, followed 
by compensation of the keystone distortion using H5; C0. This 
approach improves accuracy and precision, but it does not reach 
the accuracy level of corrections using H5 alone. A potential 
reason for this is that the corner points of the ChAruCo boards 
in set of 30 images are not recognized with sufficient accuracy, 
leading to inaccuracies when calculating the camera matrix. 

To minimize inaccuracies in detecting ChArUco boards, various 
methods for refining the detection of corner locations within the 
ArUco marker are examined. The different methods subpix, 
contour and AprilTag from the OpenCV library are applied for 
corner refinement [12, 13]. The subpix method is refining the 
corner locations with subpixel accuracy. The contour method is 
fitting lines to the detected contour points. The AprilTag method 
is using the improved AprilTag 2 decetion algorithm [12,13]. 



  

 

Based on the refined detection of the ChArUco boards, the three 
new camera matrices C1 for subpix refinement, C2 for corner 
refinement and C3 for AprilTag refinement are calculated. These 
matrices are then utilized to correct the lens distortion in the 
input images for calculation of the new homography matrices 
subpix (H5; C1), corner (H5; C2) and AprilTag (H5; C3). For evaluation, 
the lens distortion in the 12 test images is corrected using the 
new camera matrices, followed by the correction of keystone 
distortion using the new homography matrices.  

With the subpix refinement, the standard deviation of the 
values can be reduced compared to the results of no correction. 
The accuracy in the x-direction decreases, while the accuracy in 
the y-direction increases. The results can not be further 
improved by the method contour refinement. An improvement 
in accuracy can be achieved using the AprilTag refinement. 
Compared to the other refinements, the deviations are reduced 
in both the x- and y-direction. The standard deviation in the y-
direction can be improved, while the standard deviation in the 
x-direction increases slightly. The reason for the improvement of 
the AprilTag method is that 12 more ArUco markers are detected 
in the images due to the corner refinement. As a result, the 
accuracy of lens distortion correction can be increased. 

Compared to the H5 reference method, which only corrects 
keystone distortion, the precision in the x-direction improves 
from - 0.0051 mm to - 0.0012 mm. In the y-direction, the 
AprilTag method, with an mean value of 0.0286, is about 7 times 
lagerer than the H5 reference. There is also a slight increase in 
the standard deviation. In all cases, the deviation of the mean 
values can only be improved in one direction. Simultaneous 
enhancement of both the x- and y-directions, in terms of mean 
values and standard deviations, cannot be attained through 
additional correction of lens distortion. One potential reason for 
this is the accuracy of the ChArUco board, which was printed at 
a resolution of 1200 dpi using a laser printer, equivalent to a dot 
resolution of approx. 0.0212 mm. Consequently, the inherent 
error margin in the ChArUco board exceeds the spatial 
resolution of the camera system. These inherent errors lead to 
an inaccurate calculation of the camera matrix. Given the wide 
variability in the 30 images used for the camera matrix 
calculation, these inaccuracies impact all directions. Hence, no 
consistent improvement trend is observed in both the x-
direction and y-direction simultaneously. 

4.  Conclusion 

In this paper, the influence of different distortion corrections 
in images on the accuracy and precision of position detection for 
the hybrid build-up using PBF-LB/M is investigated. An imprecise 
calibration of the camera can lead to errors in detecting objects 
within the process chamber of the PBF-LB/M machine. It is 
important to keep this error as small as possible to ensure the 
smallest possible offset between the component and the AM 
structure. Large offsets can be particularly disadvantageous 
when building fine structures, for which the PBF-LB/M process is 
particularly advantageous. Depending on the size of the 
structures built, even small offsets can lead to waste or 
compromise process stability. Additionally, reworking internal 
surfaces or cavities of hybrid parts may be difficult or not 
possible. For components with internal cooling channels, an 
offset may reduce the flow quality of the coolant, which could 
compromise its intended purpose. 

The influence of correction of keystone distortion is analyzed 
using calibration patterns with 5, 25, 169 and 529 reference 
markers. These markers were engraved on calibration plates 
using the laser of the PBF-LB/M machine. The positions of the 
reference markers were detected through image processing to 
calculate the homography matrices. The accuracy and precision 

of perspective correction on the position detection of objects is 
evaluated by validating them using 12 test images. The best 
results are found with the calibration of 5 reference points. One 
possible reason for this could be that the reference markers 
become smaller as their number increases, making them more 
susceptible to errors during image processing. This leads to an 
incorrect calculation of the homography matrix. 

The effect of additional calibration for lens distortion is also 
examined. The camera matrix is derived from 30 images of a 
ChArUco board. The accuracy and precision of position detection 
are evaluated using the same set of 12 test images, where lens 
distortion is corrected first, followed by keystone distortion 
correction. The calibration of lens distortion did not result in 
significant improvement compared to correcting keystone 
distortion alone. This might be attributed to the inherent errors 
in the ChArUco board used for calibration, leading to a flawed 
camera matrix calculation for lens distortion correction.  

The high-performance APO-COMPONON 4.5/90 lens used 
exhibits very low lens distortion, particularly in the center of the 
image, which is the region of interest. Additional correction of 
lens distortion does not significantly improve the already 
minimal distortion in this area. Although a slight improvement 
in accuracy in the x-direction can be achieved by the additional 
correction of lens distortion using the AprilTag method, the 
correction from the perspective with 5 reference points is 
considered to be sufficient. 

The transfer of camera calibration to the hybrid build-up of 
real components has been demonstrated on single 
demonstrator geometries [3,7] and will be the subject of future 
investigations on a larger scale. 
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