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Abstract 

Close range photogrammetry is among the top candidates for non-contact metrology in high precision applications. It is frequently 
used within industrial environments for high precision measurement, automation, and control tasks. When using off-the-shelf 
cameras for such applications it is necessary first to understand how image content influences the image measurements made and 
in turn what effects this has on estimating imaging geometry. A virtual environment involving camera and digital objects may be used 
for testing the efficacy of machine learning algorithms. In this paper, enhancement of a single pose camera calibration process 
utilising a virtual environment and images taken with different lighting directions is investigated. The algorithm used for enhancing 
the calibration process is Artificial Bee Colony (ABC), a metaheuristic optimisation method. Multiple single image camera orientations 
are tested in this paper resulting in different extrinsic camera parameters. From multiple tests using different camera orientations, 
we observe that it is possible to enhance the calibration efficacy in terms of reprojection error using artificial bee colony when 
compared to an established two step Levenberg Marquardt (LM). 
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1. Introduction   

Non-contact vision-based metrology is the process of 
performing measurements without physically contacting the 
object using imaging sensors [10, 11]. A range of metrology 
equipment within this category is routinely utilised within 
aerospace industries, automotive industries, and manufacturing 
environments [10, 11]. Photogrammetry [12, 13] and structured 
light metrology [12, 13] are typical techniques of non-contact 
vision-based metrology. However, the usage of cameras for 
measurements introduces systematic errors due to practical 
lens and sensor designs having significant non-linear distortions 
from the ideal central perspective projection [14]. Camera lens 
distortions and network solutions for multi-camera imaging 
geometries have been studied over many years, but it is only 
more recently that surface illumination and reflectance 
variations over the surfaces to be measured.  

Use of a virtual environment to implement and test vision 
sensors and algorithms for manufacturing purposes is highly 
desirable [1-3]. In such an environment, designs for system 
configurations, algorithms, and sensors can be tested with high 
precision before practical implementation. A key task within a 
virtual manufacturing environment is evaluating optical 
metrology sensor placement under varying illumination 
conditions in order to estimate performance. In the work 
described in this paper, we are evaluating virtual environments 
able to simulate a multi-illumination dome imaging system. The 
system uses a single camera to take a sequence of images of a 
surface. Each image in the sequence is taken under point source 
illumination from different lighting directions. The resulting 

image stack is then used to estimate a pixel-by-pixel normal map 
based on knowledge of the sensing and illumination geometry.  

Blender software with its ability to represent optical surface 
properties and light paths has been used for vision process 
simulation in medical environments [4, 5], for electrical 
component identification [6], in manufacturing environments 
[7, 8], and for educational purposes [9]. Drawing on Blender’s 
OpenCV functionality and MATLAB integration, camera 
geometry including position and orientation, and internal optical 
parameters representing optical distortions can be modelled as 
an integral part of the virtual environment.  

In this paper, images of a checkerboard calibration pattern, 
often used with OpenCV, and MATLAB, and representing a 
planar surface to be measured are synthesised. The image 
geometry is based on a perspective camera model with point 
source illumination provided by each of 64 different lighting 
orientations. Different lighting conditions result in different 
images of the checkerboard squares. The geometric effect of 
these variations can be usefully investigated as part of the least 
squares network adjustment process to estimate discrepancies 
between ideal and measured image coordinate reprojection 
residuals. 

In the MATLAB environment [6], the camera was first 
calibrated using a two-step Levenberg Marquardt (LM) 
algorithm [15]. The calibrated parameters were then enhanced 
to determine if improvements were possible using an artificial 
bee colony (ABC) approach. The performance improvement of 
the proposed approach over two-step LM method is 
investigated under different orientations for the camera. It is 
shown that using the ABC algorithm results in enhancement of 
the camera calibration performance in terms of reprojection 
error.  



The paper is organised as follows. Camera parameters 
including intrinsic and extrinsic parameters are explained in 
Section II. The basic camera calibration procedure using a 
checkerboard calibration board is discussed in Section III. ABC 
algorithm for enhancing camera calibration is summarised in 
Section IV. Overall multi-illumination dome system setup is 
presented in Section V. Simulation results, and conclusion 
remarks are presented in Sections V, and VI, respectively. 
Acknowledgements are given in Section VII.  

2. Camera model: intrinsic and extrinsic parameters      

2D imaging is the projection process of the real world in 3D 
onto a 2D image. The position of the features within the 2D 
image depend upon their real-world position and also on the 
camera parameters [17, 18]. Within OpenCV, and MATLAB 
machine vision toolbox, the overall projection process is 
formulated as follows, 
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where (��, �� , ��) are the position coordinates of the point in 

real world, (��, ��) are the corresponding coordinates of the 
point in the image in pixels, ��  and �� are the camera intrinsic 

parameters such that �� = ���, and �� = ���, and ��(
�����

��
), 

and ��(
�����

��
) are the sensor’s scale factors within x-coordinate, 

and y-coordinate, respectively. The parameter � is the skew. The 
parameters ��� , �, � = �, �, � form the rotation matrix and �� , � =

�, �, � form the translation matrix.  
The radial distortion can be modelled as a polynomial function 

of the radius from the lens centre. The mathematical model of 
the distortion is as follows [19]: 
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where (��, ��) are the coordinates of the points within the 
image as distorted by radial distortion function.  

3. Camera calibration algorithms  

The camera calibration application within MATLAB software 
[20] is used in this paper for calibration of the camera within 
Blender. The algorithm is summarised in this section. The 
assumptions are that: 

1. the field of view for camera is no more than 95. 
2. the camera is modelled by a pinhole model. 
To perform camera calibration identification, the following 
matrix equation is used within MATLAB: 
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where � is an arbitrary scaling factor, the matrix � is the camera 
intrinsic matrix, � presents the rotation matrix, and � presents 

the translation matrix. In the first step of the algorithm, the 
corners of squares within the calibrating checkerboard are 
identified using image processing methods. Using the identified 
corners of squares and realistic corners from real-world, intrinsic 
and extrinsic parameters are estimated assuming that there 
exists no distortion using the algorithm given in [15]. The 
algorithm uses the LM Algorithm [21] as implemented in 
Minpack to find the projection matrix as well as intrinsic and 

extrinsic matrixes [22]. In the next step, considering the initial 
values for the distortion parameters as equal to zero and the 
distortion model of (2), a LM algorithm is applied on the overall 
camera projection process including the distortion parameters 
to estimate the overall parameters [23, 24].   

4. Enhancement using artificial bee colony 

To enhance the calibration results in terms of reprojection error, 
a meta-heuristic optimisation algorithm of artificial bee colony 
(ABC) is used. The objective is to find the optimal deviation of 
camera parameters from the calculated values from 2-step LM 
algorithm [15]. To perform such an optimisation, a cost function 
is defined as the difference between the projected real-world 
points to the image coordinate and the detected points on the 
image. The ABC algorithm is used to find the optimal deviation 
of the parameters with respect to the calculated values from LM 
algorithm optimisation method over all calibration images. This 
procedure is performed by optimising the cost function 
associated with the reprojection error. 
This ABC algorithm employs swarm based optimisation which 
imitates the honeybee foraging behavior[25]. The optimal 
solution to this algorithm is the high dimensional position of the 
food source. Pseudocode of the ABC algorithm is given as follows 
[25]: 
1. randomly initialise population �� , � = 1, … , ��, 
2. evaluate the population against the cost function, 
3. the next few steps are repeated until convergence: 

a. a new set of calibration parameters is generated using 

the employed bee as ��� = ��� + ������� −

����, � � 1, … , ��, � � 1, … ,�, where ����[0, 1] is a 

uniform random number, 
b. the fitness function is evaluated for each solution 

�(��) as the reprojection error between reprojection 
points from (3) using estimated camera parameters 
with the real points within the image. 

c. for each solution �(��), its probability is given by: 

�� =
�(��)

∑ �(��)
��
���

(4) 

d. new solutions �� for the onlooker bees are generated 
and evaluated from the solutions �� selected 
depending on ��, 

e. A greedy selection procedure is applied to select 
onlookers which ensures a new candidate is chosen 
based on its fitness compared to the current ones. 

f. Replace possible abandoned food sources with new 

food source using ��� = ��,��� + �����,��� − ��,����. 

The random parameter ���[0, 1] is a uniform random 

number. 
g. The overall best solution is updated by comparing the 

best solution in the iteration with the overall best 
solution. 

h. Terminate the algorithm if termination criteria are 
met, otherwise iterate the algorithm. 



5. System Setup, image generation and processing  

The imaging setup considered in this paper involves a fixed 
camera on the top of a dome, and 64 light sources located on 
the inside of the dome at fixed locations providing illumination 
geometry to take multiple images of the static object under the 
dome [26]. Figure 1 shows the CAD model of the system. Within 
this image, the position of the light sources is indicated by 
yellow, camera is positioned on top of the dome, and the dome 
with 1m radius is rendered in grey.  

Figure 1. The CAD model corresponding to the dome, light sources, and 
camera on top. 

To perform calibration, a checkerboard (Figure 2) is designed 
and imported into the Blender environment, centred in x-y 
plane. A camera is positioned 1 metre up the z-axis directly 
above the board with its Euler rotation angles being equal to 
(180, 0, -90). A total of 64 different light sources with beam angle 
of 15 degrees are used within this simulation environment, each 
facing towards the centre of the checkerboard. The light sources 
are turned on sequentially and synchronised with the camera 
shutter, resulting in 64 different images. Groups of images and 
real-world checkerboard corners are processed first with the 2-
step LM method and then utilising the output extrinsic and 
intrinsic parameters as starting values with the ABC method. 

6. Simulation results      

A sample result from the calibration when the camera Euler 
rotation angle around axis is [-179.9141, 0.1432, -118.0724] is 
depicted in Figure 3. As can be seen, the reprojected points are 
very close to the originally detected square corners within the 
image. Reprojection errors in terms of pixel error values are 
shown in Figure 4. It is observed that the reprojection errors for 
the enhanced calibration using ABC algorithm are an order of 
magnitude smaller than those for the 2-step LM method. Table 
1 presents the calibration results for 20 different camera 
orientations around the perpendicular downward direction. For 
each camera calibration, statistical results are given for 2-step 
LM algorithm and its enhanced version using ABC in terms of 
reprojection errors. As can be seen from this table, by using ABC 
algorithm the mean reprojection error decreases by 66.1% in 
comparison with 2-step LM method. Figure 5 presents the 
reprojection error versus orientation of the light sources in polar 
coordinates when camera Euler angle is equal to [-179.9141, 
0.1432, -118.0724]. These figures clearly demonstrate that the 
calibration error using ABC algorithm is enhanced for images 
taken with light sources in most angles. Finally, the convergence 
graph for the ABC optimisation algorithm for the camera Euler 
angle is equal to [-179.9141, 0.1432, -118.0724] is illustrated in 
Fig. 6. This graph shows that the optimisation algorithm 
converges after more than 80 iterations. 

Table 1 Reprojection error values 

Mean 
reprojection 
error (pixels) 

Standard 
deviation of 
reprojection 
error (pixels) 

Reprojection error values for 
checkerboard (pixels) 

0.046 0.0712

Reprojection error values after 
ABC enhancement (pixels) 

0.0156 0. 0178

Figure 2. Sample checkerboard calibration image. 

Figure 3. Detected points versus reprojected points from enhanced 
calibration using ABC.  

Figure 4. Reprojection error obtained from checkerboard calibration. 

Figure 5. reprojection error values as a function of �.  

Figure 6. The convergence graph for ABC optimization algorithm.  
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7. Conclusions  

In this paper, the Blender environment is used to make some 
initial vision simulation tests for an experimental imaging 
system. The work is part of an initial study to evaluate the 
metrology potential for simulating light sources, light surface 
interaction and camera geometry within a wider environment 
which might contain multiple objects with their reflections and 
occlusions. The basic simulation created in this software 
includes a camera mounted on top of a checkerboard and 64 
light sources with 15 degrees beam angle facing towards the 
centre of the checkerboard. These light sources are turned on 
sequentially resulting in 64 different images of the checkerboard 
from a single camera pose. A cost function based on the mean 
reprojection error for the images is defined to optimise the 
camera parameters. ABC enhancement is shown to be an 
effective enhancement to a two-step LM algorithm calibration 
method. To show the effectiveness of this optimisation method, 
20 different random camera orientations are used for calibration 
purposes. Comparison between the reprojected image from the 
image to the real world with and without enhancement are 
presented. Whilst these simulation results are limited to a single 
camera view, it is concluded that the ABC optimisation algorithm 
is worth pursing further to evaluate its effectiveness in both 
virtual and practical camera systems designed for non-contact 
metrology tasks. 

Exploration of the camera pose and calibration determination 
within the virtual Blender environment has highlighted the value 
of further exploration for surface metrology applications. 
Further work will seek to better understand how such 
environments can support decisions on camera selection, 
machine learning method selection and implementation across 
different optical surfaces and geometries. 
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